Evaluating Syntactic Properties of Seg2seq Output with a Broad
Coverage HPSG: A Case Study on Machine Translation
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Summary: Grammaticality
e Goal: Evaluate grammaticality and syntactic
properties of seq2seq output. e Human grammaticality
: : 100 samples '
e Key idea: Train a seq2seq model on examples where 60 ungrammatical Jﬁdgmentshof IQO clases
. S ungrammatical - subject verb agreemen
the output sequence is in an HPSG. Observe output S unerammaticn - Sedec verb agreemen| - that are exhaustively
ith h 1 ungrammatical - both agreement errors unp arseable (3 2% of
with respect to the same grammar. 20 gr?n;mfﬁcal total test set).
e Advantages: (1) The HPSG grammar 1s e Restricted to length < 10.

language-like. (2) Directly evaluates sequences
produced in practice. (3) HPSG gives detailed Rule Statistics & Discriminative Analysis

analyses of syntactic constructions.
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The English Resource Grammar (ERG) =10l
e The ERG 1s an HPSG, a highly lexicalized constraint RN T R
: . 4t : Figure 1. Rule usage counts of the reference Figure 2. Ratio of each rule count in gram-
based hngmstlc formalism. and grammatical NMT translations. matical NMT translations to reference by rank.
e It is a rule-based grammar with 35K lexical entries R W
. . . . Rule Type . nnotations Bule Type n?otations
and 250 syntactic rules. Parses 85% ot Wikipedia. P Boammacoevian Aol | Suiiwimat
) . np-hdn_cpd  Compound proper-name+noun | .j_n-ed Adj-phli from adj + n9un+ed
e Train a vanilla seq2seq to translate FR —*EN, where D dinisl Fidsfolintadict,gap inad | vp So-prd-ay  Pod-sabord ph rom adicy phr
. . hd-aj_-vmod Hd+foll.int.adjct, prec. NP cmp np_frg Fragment NP
the reterence sentence 1s in the ERG. S rvopl i I O oy i
vp_sbrd-pre  Pred.subord phr fr.VP, prehead sb-hd_mc Head+subject,’main clause
num_prt-det-nc  Partitive NP fr.number, no cmp num-n_mnp Measure NP from number+noun
Frunch | Ut altsstion arotesce. Figure 1. A test set Table 3. :_he.most discriminatory .sy.ntactlc ru.le usages between reference and
. L , NMT derivations, ranked by a logistic regression with sparsity penalty.
Reference | It is a grotesque situation. source reference pair
NMT Output | A generic_adj situation. and the seq2seq NMT
root_strict
translation. sl gt .
e - Qualitative Analysis
hdn bp-qnt ~ hd-cmp u np frg Parse NMT output with
I i ERG. Record parse- e Sample those sentences where reference or NMT
T e ability. If parseable, translation uses a rule but the other translation does not.
P e record best ERG deriv- Ic]
grotesque  situation generic_adj situation ati()n. French je e répéte ' vous avez raison . » Cl1-C _runon
Reference | 1repeat ; you are quite right. g Discriminates towards
NMT Output | 1repeat, you are right . .
reference translations.
Parseablhty French | quel paradoxe ! ¢ Ilp —frg
Reference | what a paradox this is ! : P
| MY Ckntput | swhat x parsdne | O DlSCI’lmlIlatCS. towards
Strict Informal | Unpar- ® 932% 1S ERG—parseable. NMT tranSIHthnS,
Source | Full Frag | Full Frag | seable .
R R L Among the unparseable e NMT translates more literally of French source; human
A 42 +06| 34 +02| +68 7%, only 45% cases have translations of syntactic rules are not as faithful.
Table 1. Parseability by root condition. Search space exhausted.
Feature _ Equation r - Future Directions
IPNMT bgliss| oas  ® C.orrelatlons fo.r .the
LP Unigr. (src-fr)  log P,(.S;) | 0.289 blnary p arseablhty
LP Unigr. (ref-en)  log Py(S,) | 0.273 variable (+1 parseable). e Ablating training data to observe whether some synt-
LP Unigr. (outen)  log P.(So) | 0304 o NMT [P scores have actic constructions can be learned without supervision.
Length O S.| | -0.320 : . : : . . .
ength Output » I(S )I highest correlation. e Correlating differences 1n syntactic and semantic
Mean LP 28 m2el 1 0.093
[Sol : : : :
NormLp _bis | o5 @ NMT LP correlation representation with human judgments.
Oog I, o

Table 2. Correlation of parseability onbf slightly higher than o Pre.senter 1S currer.ltly applying to PhD programs with
with various statistics. unigram. an 1nterest 1n parsing + language generation.




