**Introduction.** Tasks where the target output is natural language, such as translation, summarization, and dialogue, are the basis of some of the most broad reaching applications in natural language processing (NLP). As we begin to apply expressive, data-driven models to these tasks, evaluation has become a central methodological concern. My research interest is in the practical application of natural language understanding (NLU) to evaluate generation (NLG), and more generally within both NLG and NLU.

In this direction, I evaluated the syntactic properties of language generated from sequence-to-sequence (seq2seq) models by parsing with a rule-based grammar of English. Current work aims to develop MT metrics based on semantic parsing, which has implications for NLG and NLU. My objective is to pursue a Ph.D. in the UW NLP group to complement the expertise in language generation and its evaluation, language understanding, and semantic parsing where I may pursue this project while developing new projects within these fields. This independent research demonstrates my technical skills to pursue future work.

**Previous research.** My most recent work is in the general research direction of deep learning interpretability, specifically for seq2seq language generation models. Seq2seq models have the flexibility to output any sequence of tokens, and are increasingly used in tasks where the target output is natural language. However, these models are not explicitly designed to generate with respect to syntax or semantics, and the properties of the language generated from these models are poorly understood.

My research demonstrates the potential of evaluating language generation models in the setting of a language-like, rule-based, HPSG grammar, which provide several advantages over existing literature. Previous methods either evaluated models in artificial language settings to deeply understand the model, or with real language on constrained linguistic phenomena to gain a shallow understanding. My methodology strikes a balance on this spectrum - we can have a non-shallow understanding of our model on nearly real language, all while evaluating output it produces in practice.

**Current direction.** One main challenge of my research in neural network analysis/interpretability is in providing value to other areas. For this reason, my current efforts are in developing machine translation (MT) metrics (e.g. BLEU) in the WMT’17 metrics shared task setting. MT metrics assign scores to a machine translation based on the reference, which aim to correlate with human judgment of translation quality. Successful research in metrics would allow systems to be readily compared and deployed. Consequently, automatic metrics have the potential to accelerate development for an entire field.

Refer to my NSF GRFP proposal (2 pages). Central to my metric is the semantic parsing of machine and reference translations. By comparing graph-based meaning representations of a machine and reference translation segment, it may be possible to achieve high sentence-level correlation with human judgments (as opposed to BLEU, which only achieves high correlation on the system level by aggregating scores over a test set). Existence of such a metric raises research questions with implications to both NLG and NLU:

- Can this metric based on semantic parsing be adopted for other NLG domains? The notion of a general purpose NLG metric is appealing, and BLEU has, at times inappro-
appropriately, been used in various domains. With deep linguistic features from semantic parsing, can we generalize to other domains (e.g. image captioning, dialogue, etc.)?

- How may we effectively utilize fine-grained error analysis? Such a metric will be able to provide detailed error analysis of each test example by aligning semantic representations of the reference and machine translations, and presenting the deviations.

- Can this metric be used as a training signal for seq2seq? Previous research on alternative objectives were limited to metrics that are noisy on sentence-level scoring.

- Can this metrics setting be used to compare semantic formalisms? There are many competing graph-based semantic formalisms (AMR, MRS, SDP, etc.) that can be features for an MT/NLG metric. This setting tests a formalism’s adequacy of linguistic description and the effectiveness of parsers and their training resources.

**Department fit.** To further my metrics research, I hope to work with Prof. Hajishirzi and Prof. Choi to complement their expertise in language understanding and generation, respectively. During this work, I would also like to collaborate with Prof. Zettlemoyer and students working in semantic parsing, and Prof. Bender to explore the evaluation of semantic formalisms. I am also interested in generally contributing to both NLG and NLU. The UW NLP group span these areas, where I hope to begin new threads of research.

**Technical skills.** My independent research highlights some of the technical abilities that I will carry forth as a graduate student. They are listed below:

- My coursework consists of high-level undergraduate courses in pure mathematics, statistics, linguistics, psycholinguistics, and basic courses in computer science. This helps me understand and implement new concepts in NLP.

- Deep learning in NLP and its analysis/interpretability was introduced to me during my summer at UW. In this area, I have conducted literature review, and psycholinguistics gives me perspective. I am able to formulate research questions and experiments.

- My interest and exposure to parsing technologies was developed while working on parsing and language identification for dialectical English. I am familiar with the application of parsing, which is the focus of my current work.

- Technical skills to parallelize jobs on computing clusters were acquired when I dealt with 200GB+ bibliography datasets and collected search results at scale. I am able to run large computationally intensive parsing jobs, which my recent work required.

**Purpose.** Throughout my future studies at UW, my first hope is to contribute to tasks requiring capability in both NLG and NLU, which are the basis of broad reaching applications in NLP. My second hope is to mentor undergraduates. In my undergraduate career, I have taken on mentoring and teaching positions, and hope to continue as a graduate student. My goal after completing a Ph.D. is to pursue a career in research and teaching. As faculty, I hope to focus on scientific outreach to undergraduates, both through involvement in my own research and through university outreach programs. Thank you for your consideration!
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